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Abstract—Using rules to capture adaptation knowledge is a common approach for self-adaptive systems. Rule-based reasoning, i.e., using rules to analyze and plan adaptations, has several advantages: (i) it is easy to implement, (ii) it offers fast reasoning, and (iii) it works on resource-spare systems as historical knowledge is not required. Hence, the needed computational power is low and it perfectly suits systems in the pervasive IoT domain. However, the codification of rules poses a challenge to the system design. Existing approaches often require a specific syntax or programming language. Additionally, some approaches force the developer to customize the reasoning mechanism, hence, to re-implement parts of the reasoning. To address these shortcomings, we propose a reusable approach for rule-based reasoning in this paper. Rules can be defined in a spreadsheet without the need to neither learn a syntax nor implement a single line of code. We evaluate the benefits of our approach in two case studies conducted by Master students as well as a quantitative evaluation.

I. INTRODUCTION

Self-adaptive systems enable autonomous adjustments of system parameters or structure as a reaction to changes in their resources or the environment [1]. For reasoning about necessary changes, these systems implement a feedback loop, the so-called Monitor-Analyze-Plan-Execute-Knowledge (MAPE-K) loop [2]. Reasoning, i.e., analyzing the system and its environment and plan adaptations, is responsible to detect the need for adaptations and plan them accordingly. In literature, four approaches for reasoning – used in isolation or combined – can be found: (i) rules, (ii) goals, (iii) models, or (iv) utility functions [1].

Using rules for reasoning offers several advantages. First, the typically used event-action-condition (ECA) rules are easy to implement in if-else constructions. Second, these ECA rules omit historical data and do not need large computation. Hence, they can be evaluated fast and respectively lead to fast decisions. Third, as a consequence of the previously mentioned advantage, rule-based reasoning is resource-efficient. Especially the last advantage makes rule-based reasoning a suitable approach for the IoT domain.

However, existing approaches often require developers to learn or use a specific syntax or programming language. Additionally, some approaches force the developer to customize the reasoning mechanism, hence, to re-implement parts of the reasoning. In this paper, we propose a reusable approach for rule-based reasoning which offers a definition of rules in a spreadsheet. Therefore, developers neither have to learn a syntax nor implement a single line of code as the implementation is fully reusable. Our contributions are threefold. First, we present our system model for a reusable rule-based reasoner. Second, we present an easy to use and reusable implementation in Java, which can be integrated in adaptive systems, e.g., pervasive IoT systems. Third, to support our claims for reusability and usability, we evaluate our approach in three case studies as well as a quantitative evaluation.

The remainder of the paper is structured as follows: Section II analyzes existing approaches for rule-based reasoning. Section III introduces our system model. Section IV explains the implementation of the reusable rule-based reasoning. Section V presents the case studies conducted by students and a quantitative analysis of the approach. Last, Section VI concludes this paper with a summary and future work.

II. RELATED WORK

The literature in the domain of self-adaptive systems offers different approaches for rule-based reasoning. De Virgilio, Torlone, and Houben present a rule-based approach that supports the automatic adaptation of content delivery in Web Information Systems [3]. They make use of adaptation rules to compare profiles - in terms of sub elements of a given context (e.g., device, network, user) and their characteristics - with possible configurations of Web applications. Thereby, they differentiate between three levels of how to build a Web application: (i) content, (ii) navigation, and (iii) presentation. Based on rules, they determine required adaptations to the content presentation. The adaptation of content delivery was implemented in FAWIS (Flexible Adaptation of Web-based Information Systems). The tool includes an Adaptation Designer with a user interface that allows the specification of adaptation rules and configurations in a graphical way. The profiles can be expressed in different languages. The storing the adaptation rules is not explained.

Dynamo [4] is an assertion-based solution for self-healing BPEL processes. For defining monitoring and recovery activities, it provides specific languages. Dynamo makes use of the JBoss Rules Engine for logic and data separation, knowledge centralization, and tool integration [4].

Similar to the previous approach, Denaro, Pezzè, and Tositiis also follow the idea to enforce self-healing policies using a rules engine within their approach [5]. Their self-adaptive solution is able to detect requested and provided services autonomously and dynamically adapts the application of the client accordingly.
Liu and Parashar present DIOS++, an infrastructure that enables rule-based control of distributed scientific applications [6]. Based on a distributed rules engine, DIOS++ is able to define, deploy, and execute rules in the area of autonomic application management. Similar to this paper, the rules within the DIOS++ framework are defined as a combination of conditions and actions in terms of the managed sensors and actuators. A difference is the alternative action part, that is executed when not every condition is fulfilled. The specific technology of the rules engine is not stated.

In [7], the authors present a rule-based framework for business activity management. The Rule-Based Business Activity Management combines policy definition and business activity management to a unified framework. This information is aggregated into business rules and integrated for evaluating conditions and determine future actions of the managed business applications. The business rules are represented in XML based on the rule type of reaction rules.

However, all of these approaches force developers to use a specific syntax or programming language. In this paper, we abstract from this knowledge by offering developers the possibility to specify the rules graphically using a spreadsheet which also avoids the need to learn a syntax.

### III. System Model

This section presents our system model and the process for reasoning. Figure 1 shows this process. It is implemented within the adaptation logic of a self-adaptive system. Such systems are divided into the managed resources, which can be adapted, and the adaptation logic, which controls the adaptation of the managed resources [1] (see Figure 1). The managed resources can be any hardware or software that shall act autonomously in the system. The adaptation logic implements a MAPE-K loop. In the following, we describe how the adaptation logic works using our rule-based approach.

The sensor senses the managed resources. The monitor collects and aggregates this data. The result is a key-value based context model that contains all information about the current state of the managed resources and its environment. The analyzer retrieves and evaluates the context model to determine necessary adjustments of the managed resources. This is based on our rules engine that evaluates the provided context data against adaptation rules. The adaptation rules are defined in a customizable spreadsheet. This rules table is represented by an Excel file in which conditions (system state) and actions (adaptation commands) of rules are specified: If the conditions of a rule match the context data, the engine returns the commands defined in the rule’s actions. Depending on the rule design, the action commands are either first interpreted by the planner or executed by the managed resources directly. The planner evaluates the analyzing results and decides which actions need to be performed and when. It depends on the rule design whether the results of the analyzer are already actions that can be forwarded to the managed resources or whether they need further interpretation. The planner forwards every statement that the managed resources should execute to the planner. The executor triggers the adaptation in the managed resources. In general, it forwards the results of the planner to the corresponding managed resources through the effectors which use actuators to adapt parameters or the structure of the resources. A knowledge component stores relevant information such as the generated context models, analyzing results, plans, or the rules table. All MAPE components can access the data and add new information.

In this paper, we focus on a centralized adaptation logic. It supervises all managed resources and their environment and adapts the parameters of the managed resources if necessary. However, our approach supports a decentralized setting, too. As this requires additional conflict handling if different parts of the system adapt contrarily, the application of our approach in a distributed adaptation logic is part of future work.

### IV. Implementation

Based on the system model from Section III, this section describes the implementation of our rule-based reasoner in Java. The implementation is based on Apache POI\(^1\) as well as the EasyRules\(^2\) rules engine and offers implementations for the analyzer and the planner of the adaptation logic.

\(^1\)https://poi.apache.org/
\(^2\)https://github.com/j-easy/easy-rules
The analyzer evaluates the rules and determines the required adjustments. Therefore, it obtains the current context model from the monitor. It evaluates each object of the context to determine the necessary adjustments: For each single context object, the AnalyzingRulesEngine module evaluates the data and returns the required adjustments as symptoms. It uses the ApachePOIExcelReader module which handles the reading of rules (see Section IV-A). For analyzing the rules, the analyzer creates a rule representation of the class AnalyzingRule for every entry in the rule spreadsheet. Section IV-B describes this. These newly created rule objects are compared against the context data. If a rule fires - i.e., the context data matches the conditions - its actions are added to a list of required adjustments. The analyzer sends this list and the received context data to the planner for planning the execution of the required adjustments. In the following, we describe the structure of the rules table and the analysis of rules.

A. Definition of Rules

The ApachePOIExcelReader imports the rules table into the analyzer. Therefore, it reads the rules set and stores every rule including the meta data column. Figure 2 shows an extract of a rules table with the condition area (column B - I) and the action area (column P - R). The table includes two rules. The first five rows shown in Figure 2 form the meta data which is crucial for the interpretation of the specified rules. In the following, we describe its elements.

**Condition/Action:** The first table row serves orientation purposes only. It indicates whether a column contains a rule condition or an action which is performed if all related conditions are satisfied.

**Rule Area:** The rule area fields are evaluated to determine whether a column represents a condition or an action. Based on the information derived this way, the rules engine can identify the appropriate treatment for the distinct values.

**Type:** Indicates the data type of the rules’ values. The specific evaluation process of the distinct values depends on this information. The implemented rules engine supports the standard Java data types boolean, int, long, String, and, additionally, Lists of Strings, ranges of integers, and ranges of times.

**Operator:** An additional operator is possible for conditions of data type int or long. It contains numerical comparison operators which define how to evaluate the related condition’s value. If no operator is specified, it is compared whether the context data is equal to the value.

**Name:** Defines the name of the distinct conditions and actions. The data inserted here needs to conform the keys of the corresponding values in the context model. Otherwise, a correct matching cannot be ensured during rule evaluation.

**Rules:** Rules are represented as rows of the rules table. The first column of every rule contains a unique id. It is followed by the rule’s conditions or empty fields, if the rule does not depend on all of the attributes. Adjacent to this, the rule’s actions are specified. These are triggered if all conditions are fulfilled. As for the conditions, the fields of the action columns may remain empty if irrelevant for / not applicable to the specified rule.

B. Rule-based Reasoning

The AnalyzingRule class implements a rule representation with EasyRules, an open source rules engine. In the following, we describe the implementation of handling rules.

For each rule, an object of AnalyzingRule is initialized using the context data and the rule retrieved from the rules table. The evaluate method serves the purpose to compare the context data to the rule values as appropriate for the distinct data types of the conditions to determine whether the specified conditions are met in the current scenario. If all conditions of the rule are fulfilled, the execute method is performed. It creates a list of the specific rule’s actions and sets the boolean class variable ‘executed’ to ‘true’ indicating that the rule has been triggered. The analyzer combines the list of actions from every successful rule and forwards them to the planner.

The analyzer does not return the list of actions directly. Rather, it sends the set of triggered rules to the planner. The planner offers a default implementation. This implementation takes instructions specified by the developer in the rules table, adds the receiving managed resources, and sends the plan to the executor. If further planning is necessary, the developer can easily customize the planner using predefined interfaces.

V. Evaluation

Developers can use our rule-based reasoning approach by just defining a rules table in Excel (see Section IV-A) and adjusting their monitor, so that it returns a context model that can be interpreted by the rule-based reasoner. If the managed resources already send only the context variables’ information in the format specified in the rules table, the monitor just needs to forward this information, hence, the developer does not have to implement monitoring functionality. The module supports both, structure as well as parameter adaptation [1].

For showing the feasibility of our approach, we performed two evaluations. First, we asked 3 teams of 2-3 master students each to implement self-adaptive systems using the FESAS framework [8] and our rule-based reasoning approach. These students attended a lecture on adaptive systems, however, the
did not have any implementation experience in implementing adaptive systems. We interviewed them to determine the usability of our approach and analyzed the resulting systems regarding the reusability of our rule-based reasoning approach. Second, we performed a quantitative analysis of the system to determine the performance of our rules engine. In the following, we present the results of both evaluations.

A. Qualitative Evaluation

This section describes the three applications from the IoT domain: (i) the iCasa Verde system, (ii) the smart warehouse control, and (iii) the collaborative industry robots. All have been developed in student projects. This included the implementation of the managed resources as well as the adaptation logic using FESAS and our rule-based reasoning approach. In the following, we describe the implementation of these systems.

FESAS Adaptation Logic

<table>
<thead>
<tr>
<th>Effector</th>
<th>Sensor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Request</td>
<td>Request</td>
</tr>
<tr>
<td>Sent whenever adjustments are necessary</td>
<td>Triggered once per second</td>
</tr>
</tbody>
</table>

Custom REST API

Figure 3. Abstract overview of the architecture of the iCasa Verde system.

1) iCasa Verde: The iCasa Verde implementation project incorporates the digital home execution platform and simulation tool iCasa\(^3\). It provides developers with the possibility to create and configure an arbitrary number of given smart home devices, e.g., lights, humidity or presence sensors. In the context of iCasa Verde, the framework is used to model a self-adaptive greenhouse: Various sensors (e.g., thermometer) and actuators (e.g., heater) pursue the goal of creating an optimal environment for distinct plants in various different zones. Consequently, the five distinct tasks are performed by iCasa Verde: temperature, illuminance and humidity adjustment, as well as gas level supervision and burglary prevention.

The following three components connect the adaptation logic and the simulation: A custom REST API for iCasa provides access to data measured by the sensors and the possibility to change the state of devices. The sensor requests the data measured in the iCasa simulation using the REST API. The effector receives a list of necessary adaptations and triggers changes in the simulation using the REST API. The communication is carried out in form of HTTP Requests transferring JSON Objects between the components. Figure 3 depicts the process and dependencies.

2) Smart Warehouse Control: A warehouse has many different requirements for storing items. The items might require different temperatures. Fast identification of items is the key for successful warehouse management. Further, in case of a fire, a fast reaction is necessary to limit the impact of the fire. Additionally, burglary detection is important for warehouses without 24x7 operation.

As a second use case, the students implemented a smart warehouse control system. The implementation is based on the iCasa simulation, too, and uses the REST API presented in Section V-A1. The warehouse enables to control different zones of a warehouse, e.g., adjust the temperature differently. Additionally, systems for fire protection, burglary prevention, as well as intelligent light control are integrated. Figure 4 shows a screenshot of the iCasa simulation running the warehouse scenario. There, the warehouse is divided into two zones with different temperatures.

3) Collaborative Industry Robots: As third system, the students implemented an Industry 4.0 scenario using LEGO Mindstorms robots and the accompanying leJOS\(^4\) system. It aims at constructing an intermediate product, using two coordinated self-adaptive industry robots. Different colored LEGO bricks serve as raw material for the robots. The output of the robots’ construction process is a two dimensional assembly of LEGO bricks. Figure 5 shows the system. A video can be found on YouTube\(^5\).

Figure 4. The iCasa simulation running the warehouse scenario.

Figure 5. The collaborative industry robots.

The robots arrange bricks according to a specified building plan, determining the colors of the product’s components. This building process consists of two colluding sub-processes: (i)

\(^3\)http://adeleresearchgroup.github.io/iCasa/snapshot/index.html

\(^4\)http://www.lejos.org/index.php

\(^5\)The video of the robots can be found at: https://youtu.be/XH9tFyKVOU8
sort the bricks according to their color as well as (ii) assembling the product.

As soon as the sorting robot delivered a brick to the construction area, the building robot picks up the brick and assembles it according to the given product plan. As long as both robots are working correctly, each of them is responsible for either sorting or building. If one robot fails – detected by missing heartbeats – the other robot performs both tasks. This building process as well as the failure handling is entirely supervised and coordinated by the adaptation logic.

4) Use Case Analysis: In both systems, the students were able to reuse our rule-based reasoning approach without any adjustment of the rule reasoning. They just needed to write their own rules tables and adjust monitoring. Additionally, the robot scenario needed an extension in the planning process as here the planning needs to interpret historical information, e.g., the last action performed by a robot. However, this information might be codified in the rules, too, with the disadvantage of having a more complex rule set.

In interviews, the students confirmed the ease of use of our approach w.r.t. reasoning for adaptation as the students only had to write rules and did not have to implement the analysis and planning functionality. This speeds up the development process as well as reduces complexity. Further, it offers a fast approach to rapid prototyping as rules can be tested easily without large configuration setup. Only the robots use case needed minor extensions of the planning functionality.

B. Quantitative Evaluation

Additionally to the qualitative evaluation, we performed a quantitative evaluation for measuring the performance of our rule-based reasoning approach for large data sets. The evaluation was executed on a common Windows laptop with an Intel Core i5 CPU and 8 GB RAM using Java 1.8.

According to an evaluation of Lightstone [9], typical middleware products provide between 384 and 1200 configuration/registry parameters. With these parameters, all the different aspects of the system are specified. To manage those systems within a self-adaptive system, the number of parameters of the system would be equal to the variables for the adaptation. Each of these variables would be represented by a condition in the rule set. This leads to an equivalent range of conditions in the rule set for the evaluation, e.g., 400 parameters leads to 400 conditions in the rule set. The largest evaluation was chosen with a rule set of 1000 conditions and 1000 rules. Additionally, we performed test runs with 400 – as the lower boundary of [9] – and 700 as well as smaller rule sets with 100, 50, and 15 conditions in alignment with the use cases presented in Section V-A. Next to the upper limit of 1000 rules per rule set, every number of conditions was evaluated with 500, 100, and 50 rules.

To ensure a reliable result, each evaluation setting was executed 20 times. For simulating numerous managed resources calling the adaptation logic, we ran 100 threads per execution of a simulation run simultaneously. To eliminate outliers, the upper and the lower 5% of the records were removed. We measured the time for reading the rule set and processing a request for reasoning (see Table I). In the following, we present and discuss the results of the measurements.

Figure 6. Average time for reading of the rule sets sorted by the number of cells (conditions x rules).

1) Performance for Reading the Rule set: Figure 6 shows an overview of the average time for reading the rule set. The average times are sorted by the number of cells (conditions x rules) of the rule set. Except for a decline at the data point 400x1000, the reading time of the rule sets is nearly constantly rising comparing the number of cells to be read. It is evident that the reading time increases sharply if the number of cells increases towards the largest setting.

Comparing the settings with a similar numbers of cells (e.g., 100x50 & 50x100 or 700x500 & 400x1000) it is evident that the reading of rule sets with more conditions is more time consuming than the one with less conditions and more rules. Comparing the larger settings, the decline of the runtime at 400x1000 in Figure 6 can therefore be traced back to the smaller number of conditions. An aspect that strengthened this behavior is that for the data types int and long an additional operator column is added. Hence, for two out of seven possible conditions the number of columns that need to be read is two, increasing the number of columns by 28.6% on average.

Table I. Evaluation Results. Rule Set Settings are Defined in Conditions x Rules. All Values are Measured in Milliseconds.

<table>
<thead>
<tr>
<th>Rule Set</th>
<th>Reading a Rule Set</th>
<th>Evaluating a Rule Set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Min</td>
<td>Max</td>
</tr>
<tr>
<td>15x20</td>
<td>717</td>
<td>766</td>
</tr>
<tr>
<td>15x100</td>
<td>764</td>
<td>806</td>
</tr>
<tr>
<td>50x50</td>
<td>802</td>
<td>851</td>
</tr>
<tr>
<td>50x100</td>
<td>872</td>
<td>927</td>
</tr>
<tr>
<td>100x50</td>
<td>902</td>
<td>1222</td>
</tr>
<tr>
<td>100x100</td>
<td>937</td>
<td>987</td>
</tr>
<tr>
<td>15x50</td>
<td>1018</td>
<td>1145</td>
</tr>
<tr>
<td>15x100</td>
<td>1172</td>
<td>1222</td>
</tr>
<tr>
<td>50x50</td>
<td>1244</td>
<td>1338</td>
</tr>
<tr>
<td>50x100</td>
<td>1328</td>
<td>1436</td>
</tr>
<tr>
<td>15x50</td>
<td>1544</td>
<td>1646</td>
</tr>
<tr>
<td>15x100</td>
<td>1679</td>
<td>1721</td>
</tr>
<tr>
<td>50x50</td>
<td>1810</td>
<td>2044</td>
</tr>
<tr>
<td>50x100</td>
<td>2015</td>
<td>2254</td>
</tr>
<tr>
<td>15x50</td>
<td>1935</td>
<td>2228</td>
</tr>
<tr>
<td>15x100</td>
<td>2207</td>
<td>2418</td>
</tr>
<tr>
<td>50x50</td>
<td>2958</td>
<td>3472</td>
</tr>
<tr>
<td>50x100</td>
<td>3041</td>
<td>3427</td>
</tr>
<tr>
<td>100x50</td>
<td>4703</td>
<td>5085</td>
</tr>
<tr>
<td>100x100</td>
<td>7112</td>
<td>8297</td>
</tr>
<tr>
<td>15x50</td>
<td>6068</td>
<td>6948</td>
</tr>
<tr>
<td>15x100</td>
<td>8631</td>
<td>11050</td>
</tr>
<tr>
<td>50x100</td>
<td>12428</td>
<td>14858</td>
</tr>
</tbody>
</table>
2) Performance for Processing Requests for Reasoning: Figure 7 shows the average runtime of each request of the rules engine. Compared to the runtime of the reading, the trend of the needed time related to the number of rules and conditions appears less clear. There is a positive trend between the runtime and the number of rules, but the number of conditions within an equal number of rules does not seem to increase the execution time, e.g., the evaluation of 15 conditions and 500 rules compared to 100 conditions and 500 rules. The largest evaluation, with 1000 conditions and 1000 rules, was running significantly longer than the other evaluations.

Figure 7. Average runtime of an request of the rules engine. The y-axis uses a logarithmic scale of base two to facilitate visualization of the variations of smaller settings.

Focusing on the rule set with 15 conditions and 50 rules – this represents the use cases from Section V-A – the average runtime of the rule evaluation was 38.41ms. This is below the adaptation logic’s frequency of requesting data at the managed resources, which was 1000ms for iCasa Verde and the smart warehouse and 500 ms for the robots. Consequently, the rules engine is appropriate to run these scenarios as the reasoning for adaptation is much faster than the monitoring frequency. Hence, the rules engine fits pervasive IoT systems as they have similar adaptation requirements. Analyzing the runtime of the rule evaluation for settings in large systems with at least 400 conditions and at least 500 rules (cf. [9]), the setting with 700x500 reached the fastest average results with 260.36ms. The largest setting of 1000x1000 achieved results of 1275.93ms. In general, the processing time ranges from 16ms (15x50 setting) up to 1643ms (1000x1000 setting). Hence, for smaller systems as the use case systems, the performance is fast enough. However, for larger real time systems, this might be an issue. This might be improved using associative rules (cf. [10]). Nevertheless, the system provides a good trade-off between usability and performance. The performance for reading the rule set can be improved. So far, the system forces a trade-off between reading the rule set once – requiring much memory – versus reading the rules on demand which requires time especially for large rule sets.

This paper presented the first prototype of our rule-based reasoning approach. As future work, we plan to compare the results of our evaluation to related work. Additionally, in this paper, we presented an analysis of systems with a centralized adaptation logic. As control in systems of the pervasive IoT domain is often distributed, we need to analyze the performance of our rule-based reasoning approach in decentralized settings. Therefore, the application of our approach in a distributed adaptation logic is part of future work. So far, the definition of rules is limited to using Excel. Besides the common usage of Excel in offices around the world, it uses a proprietary format. Hence, for future work, we plan to offer alternative spreadsheet formats for the definition of rules.

VI. CONCLUSION

This paper provides the first results of our rule-based reasoning approach for self-adaptive systems. The approach offers the specification of adaptation rules in a spreadsheet. This enables to split the responsibilities for the adaptation implementation: As no code has to be written, designers with domain knowledge can write the rule sets even if they lack development knowledge. The code for reasoning can be reused without any changes. Developers just have to adjust the monitoring and in some cases extend the planning procedure.

The evaluation in three projects conducted by Master students who implemented IoT systems showed the ease of use. Further, the students used the reasoning approach without any modifications of the code just by defining rules in a spreadsheet. Additionally, we evaluated the performance of our approach. In general, the processing time ranges from 16ms (15x50 setting) up to 1643ms (1000x1000 setting). Hence, for smaller systems as the use case systems, the performance is fast enough. However, for larger real time systems, this might be an issue. This might be improved using associative rules (cf. [10]). Nevertheless, the system provides a good trade-off between usability and performance. The performance for reading the rule set can be improved. So far, the system forces a trade-off between reading the rule set once – requiring much memory – versus reading the rules on demand which requires time especially for large rule sets.
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